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EXECUTIVE SUMMARY

Volume 2 describes work performed in Fiscal Year 1995 (FY 95) under contract DNA001-93-C-
0229, the second year of a three-year program titled Advanced Simulator Power Flow Technology
for Advanced Radiation Simulation. The first Volume for FY94 was issued as DNA-TR-95-59.

The objective of the program is to model, design and validate means for achieving more efficient
power transfer from the capacitor prime energy storage systems up to and including the dynamic
radiation source of the simulator. This report deals primarily with analytical, computational and
experimental studies related to this objective, focusing primarily on power flow in the plasma
opening switch (POS) and in the vacuum feed region separating switch and load regions in pulsed
power, inductive energy store systems and, to a lesser degree, on the performance of PRS loads
configured in tandem with a switch.

Experiments on the Hawk generator have demonstrated the sensitivity of switch performance to
electrode geometry. Specifically, the experiments studied the effect of an anode extension of the
POS region (see Figure 1-5) on switch performance. In Section 1 we apply the two-dimensional
x-y geometry code DELTA to analyze the motion of a switch plasma during a power pulse and its
dependence on geometry. The most distinctive feature of these calculations is the accumulation of
plasma along electrode surfaces. The axial motion of these plasmas inhibits the thinning of the
switch plasma as it moves past the anode extension into the region with large radial gap. The
greater thinning rate that occurs without the extension would presumably lead to a more rapid
development of voltage and better current transfer.

The MHD codes currently in use at Maxwell do not accurately represent the physical mechanisms
that would allow us to predict switch voltage and current transfer to a load. The electron
magnetohydrodynamic Hall effect would allow voltage to develop as the plasma thinned in the
course of its evolution under pulsed power. Whether this effect alone is sufficient to account for
observed voltages in microsecond conduction time switches is unknown. It is quite possible, but
by no means certain, that locally unbalanced charges or other physical effects not accounted for in
quasineutral theories dominate the opening phase of a POS. Algorithms to accurately represent the
Hall effect are currently under development for the Mach2 code (Section 6) and will be a focus of
activity in the final year of this contract and hopefully lead to answers to these unresolved
questions.

Initially, the Mach2 code was acquired and implemented to take advantage of its capability to
perform calculations in axisymmetric geometry. The description of Mach?2, its installation and its
validation for POS problems is discussed in Section 2. Its primary applications have been to the
design of plasma opening switches and to the analysis of plasma electron densities measured by
means of laser interferometry.

The Catcher’s Mitt is the name given to the POS design undertaken with the Mach2 code. The idea
behind the Catcher’s Mitt is to push the plasma into a cavity at the end of the conduction phase
(Section 3, Figures 3-3 and 3-11). The mass remaining in the untrapped plasma should have a
low density compatible with rapid opening to high voltage. Experiments on ACE 4 did not yield
the expected behavior. In fact, the switch did not perform as well as simpler switch designs
without the Catcher’s Mitt. The failure of the concept further supported a long held idea that
plasma remaining or created in the original volume occupied by the switch plasma shunted current
through this volume. This idea is being pursued experimentally and theoretically in the final year
of the contract.

A primary purpose of the modeling effort is to compare simulation results with measurements and
thereby gain a better understanding of the nature and properties of the switch plasma. This
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purpose has been largely achieved in the measurement and computation of electron line densities
and magnetic fields in a freely expanding flashboard-produced plasma, and of electron line
densities during the conduction phase of a power pulse.

The comparison between density probe responses and magnetic field probes responses indicates
that the simulation matches the magnetohydrodynamics of the freely flowing plasma quite well. A
self consistent treatment of ionization, for example, Saha ionization, is required to attain this
agreement. The comparison also points to significant cooling and a change of mean charge state
from near two to about one as the plasma moves away from the flashboard surface. The precise
mechanisms that determine the plasma temperature and density adjacent to the flashboard are not
well understood. In the calculations these quantities are specified as boundary values and adjusted
to produce agreement with the corresponding values measured near the surface. Nevertheless, the
model is substantially validated for a given set of flashboards which perform with good
reproducibility through about two hundred shots.

The plasma from the flashboards is no longer freely expanding as it passes through an anode
structure and into the region between anode and cathode of the pulsed power diode. The second
set of comparisons between calculated and measured plasma properties therefore involve the
evolution of line densities in this region prior to and during the power pulse. The measurements
show a buildup of density on the cathode surface both before and during the conduction phase, an
increase of ionization in the middle of the gap during the first two thirds or so of the conduction
process, followed by a rapid decrease of line density in the last few hundred nanoseconds
preceding opening. All of these features are reproduced by the Mach2 code and the mechanisms
modeled within it. The Saha ionization captures the increase of line density observed in the early
part of the power pulse, while the hydro features of the model capture the pushing of plasma into
the electrodes and the consequent diminution of line density in the middle of the gap late in the
conduction phase. Given the density of the plasma at the onset of pulsed power, the Mach2 model
of conduction is well validated for microsecond switches.

In contrast to the microsecond conduction process, there is no well validated first principles or
semi-empirical model of the opening process. Accounting for the electron hydrodynamic Hall
effect presents not only the prospect of calculating voltage and load current transfer from first
principles, but also of conduction in short conduction time switches (in the few hundred
nanosecond regime) dominated or significantly affected by this Hall effect. At present the effort is
focused on the development of an algorithm based on upwind differencing schemes. The results
of this effort will be more fully reported in the final report associated with this contract.

The remaining two-dimensional code development under this contract has been accomplished to
support experiments based on the tandem puff concept (Section 7). The tandem puff involves a
POS in parallel with a plasma radiating source (PRS). At one extreme the POS is remains well
separated from the PRS and opens in the manner of a conventional switch, thereby transferring
current to the load. At the opposite extreme the switch is close to the PRS puff gas, mingles with it
during the conduction process, and commutates the current without passing through a distinct
opening phase. Naturally, the tandem puff may be arranged to operate anywhere between these
two extremes.

The analysis of the tandem puff configuration was performed with the two-dimensional MHD
code, DELTA. To enable this analysis DELTA was extended to incorporate axisymmetric
geometry and non-equilibrium rate processes for calculating ionic state populations and emission of
radiation in the approximation that the radiating plasma is optically thin. The experimental
configuration contained B-dot probes at various locations between the POS and the PRS, as well

as radiation diagnostics for measuring total radiation and radiation with energies greater than 1 kV.
The experimental configuration permitted axially resolved measurements of time of onset of
emission of photons with energies above 1 kV.
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Initial calculations of the experimental configuration were performed to compare time of arrival of
current at the B-dot probes and time of onset of radiation of energetic (>1 keV) photons from the
neon and argon puff gas loads. In the interests of efficiency these initial computations were carried
out with an ideal gas model ignoring the effects of ionization, excitation and radiation. Their main
purpose was to use the time of arrival of signal at the B-dot probes to establish the initial density in
the POS plasma. Then the computed times at which high temperatures were attained on axis could
be calculated and compared with the observed time of radiation onset. This time would vary with
the puff gas injection time, a variable not only of the experiment but also of the model, which
modeled the entire process of puff gas injection, POS conduction and PRS pinch. In general the
calculated and measured timing data were in good agreement, especially with regard to axial
variation of signal onset (zippering).

Detailed calculations of radiation energy and spectral output were performed utilizing the full
atomic kinetics and radiation capabilities of the code. Generally the computed results for the

>1 keV radiation were larger than the measured results, especially for argon. Measurement gave
less than 1 kJ for argon: computed values were about 8 kJ. For neon the measured values were in
the range from about 3 to 20 kJ; the corresponding theoretical value was about 30 kJ, assuming
that the full generator current passed through the load. The most obvious uncertainty in comparing
theory with experiment is the amount of current that is actually conducted through the load.
Without a knowledge of this current the theoretical models cannot be considered validated.

Section 8 describes work begun on a general circuit code, SPOCK, which will incorporate some of
the most useful features of modemn software technology. Underlying the code is the industry
standard circuit code SPICE developed over the last 20 years at the University of California at
Berkeley. SPICE comes with a clumsy user interface and only rudimentary plotting facilities. It
defines a large number of devices including resistors, capacitors, inductors, transmission lines,
current and voltage sources, ideal switches, diodes and an array of semiconductor components that
are not of interest to the pulsed power community.

New components lacking in SPICE that are under development by us include POS’s, PRS’s,
MITL’s, bremsstrahlung diodes and plasma filled diodes. SPOCK will incorporate a SPICE
preprocessor with a graphical user interface for easy setup of circuits. It will incorporate the
MIRIAD technology developed at S-Cubed over the last several years. MIRIAD is facile in the
integration of many codes and allows quick setup of parameter studies.

Section 8 describes the various new models of interest in the pulsed power community which have
already been put into SPOCK along with some simple test applications. New devices and models
can be added to the code with only a small incremental effort. In contrast, adding new devices to
our previous circuit code caused sharply increased code complexity. Ease of modifying SPOCK is
made possible by the techniques of object oriented programming, a methodology for managing
complexity.

Section 9 describes improvements to our two-dimensional Snowplow model, a model for the rapid
calculation of two-dimensional effects in opening switch and radiating source plasmas. Previously
the code solved only mass and momentum conservation equations. Addition of energy
conservation equations permits us to estimate heretofore inaccessible features of snowplowed
plasmas, such as their temperature and thickness.

Section 10 reports measurements and analysis of current losses associated with the convolute
transition between the radial triplate feed and coaxial sections of the ACE-4 coaxial configuration.
The losses are associated with the breakdown at high voltage of the cathode surfaces in the
neighborhood of magnetic nulls. Specifically, with a large inductance downstream of the
convolute in the ACE-4 coaxial configuration, but with no POS in place, large inductive voltages
developed at the position of the convolute and about fifty percent of the generator current leaked
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across the convolute. The lost current appeared consistent with a Child-Langmuir current over the
entire area of cathode between convolute posts. That the magnetic fields in the vicinity of the
convolute posts should be so ineffective in limiting the current losses is somewhat surprising.
With a POS located downstream of the convolute no current loss was observed at the convolute, an
observation which is consistent with inferred voltages at the convolute lying below breakdown
thresholds.

The final power flow issue confronted in this report is the power loss in electrodes where currents
converge to levels of megaamps per centimeter before passing through a load. Section 10 describes
a simple analytic model for estimating electrode power losses in such highly converged currents for
arbitrary current waveforms. The validity of the model is established by comparison with full
magnetohydrodynamic calculations of losses in the resistively heated, ablating surface material.

Work performed under the option to this contract concerns the thermostructural response of four
composite materials tested in the proton beam of the SABRE accelerator at Sandia National
laboratories. This work is described under separate cover in the Maxwell S-Cubed report SSS-
DTR-95-15191, “Thermostructural Response Testing of Composite Materials in the SABRE Ion
Beam Facility,” September 1995, by Russ Wilson, Joe Sallay, Mel Rice, Gerry Gurtman and Gary
Steckel.



CONVERSION FACTORS FOR U.S. CUSTOMARY TO METRIC (SI)
UNITS OF MEASUREMENT

To Convert From To Multiply By
angstrom meters (m) 1.000 000 x E -10
atmosphere (normal) kilo pascal (kPa) 1.01325x E +2
bar kilo pascal (kPa) 1.000 000 x E +2
barn meter? (m2) 1.000 000 x E -28
British thermal unit (thermochemical) joule (1) 1.054 350 x E +3
cal (thermochemical)/cm? mega joule/m2 (MJ/m2) 4.184 000 x E -2
calorie (thermochemical) joule (J) 4.184 000
calorie (thermochemical)/g joule per kilogram (J/kg)* 4.184 000 x E +3
curies gig becquerel (Gbg)* 3.700 000 x E +1
degree Celsius degree kelvin (K) IK =toc = 273.15
degree (angle) radian (rad) 1.745 329 x E -2
degree Fahrenheit degree kelvin (K) IK = (1*F + 459.67)/1.8
electron volt joule (I) 1.602 19 x E -19
erg joule (I) 1.000 000 x E -7
erg/second watt (W) 1.000 000 x E -7
foot meter (m) 3.048 000 x E -1
foot-pound-force joule () 1.355 818
gallon (U.S. liquid) meter3 (m3) 3.785 412 x E -3
inch ' meter (m) 2.540 000 x E -2
jerk joule (J) 1.000 000 x E +9
joule kilogram (J/kg) (radiation gray (Gy)* 1.000 000

dose absorbed)
kilotons terajoules 4.183
kip (1000 1bf) newton (N) 4.448 222 x E +3
kip/inchz (ksi) kilo pascal (kPa) 6.894 757 x E +3
ktap newton-second/m2 (N-s/mz) 1.000 000 x E +2
micron meter (m) 1.000 000 x E -6
mil meter (m) 2.540 000 x E -5
mile (international) meter (m) 1.609 344 x E +3
ounce kilogram (kg) 2.834952xE -2
pound-force (1bf avoirdupois) newton (N) 4488 222
pound-force inch newton-meter (Nem) 1.129 848 x E -1
pound-force/inch newton/meter (Nem) 1.751 268 x E +2
pound-force/foot2 kilo pascal (kPa) 4.788 026 x E -2
pound-force/inch2 (psi) kilo pascal (kPa) 6.894 757
pound-mass (lbm avoirdupois) kilogram (kg) 4,535 9024 x E -1
rad (radiation dose absorbed)$ gray (Gy)* 1.000 000 x E -2
roentgen§ coulomb/kilogram (C/kg) 2.579 760 x E -4
shake second (s) 1.000 000 x E -8
slug kilogram (kg) 1.459 390 x E -1
torr (mm Hg, O« C) kilo pascal (kPa) 1.333 22 x E -1

* The gray (Gy) is the accepted SI unit equivalent to the energy imparted by ionizing radiation to a mass and
corresponds to one joule/kilogram.
+ The becquerel (Bqg) is the SI unit of radioactivity; 1 Bq = 1 event/s.
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SECTION 1
MHD ANALYSIS OF HAWK ANODE GEOMETRY VARIATION RESULTS

Experiments performed on ACE 4 (Section 3) show that the axially integrated electron density near
the middle of the anode-cathode gap can decrease rapidly with time during the last half of the
conduction phase. Further, it is observed that in general, the more the density decreases, the
greater is the voltage generated after the conduction phase. The experiments also indicate that the
electrode geometry substantially influences the magnitude of this voltage.

In the process of trying to understand the influence of electrode geometry on the performance of
ACE 4, we have examined some related results from Hawk. One series of HAWK shots were
taken for three different HAWK geometries.' In all three cases, the cathode was solid metal so that
no plasma could flow out of it, and the main anode consisted of a series of bars between which
plasma could flow freely. In this 8-cm long injection region, the anode-cathode (A-K) gap was

2 cm, while the anode opened out to a distance of 4 cm from the cathode downstream of the
injection region. The differences between the three cases was in the separation of these two
regions. In the first case, the injection region was immediately adjacent to the downstream “open”
region. In the second region, there was an intermediate 2 cm long region, in which the anode
remained 3 cm from the cathode, but was solid instead of open; that is, no plasma could flow out
through it. In the third case, the length of this intermediate region was increased to 6 cm. These
three geometries are diagrammed in Figure 1-1.

When otherwise identical shots were taken for these three geometries, an obvious trend was
observed. The shots with no anode extension gave good switch voltages and load currents, while
the 2 cm anode extension gave significantly degraded performance, and the 6 cm extension showed
even worse degradation. Since this trend is in the same direction as some of our results in ACE 4,
we desired to understand these results as completely as possible.

One of our tools most directly applicable to studying these results was our 2-D triangular
hydrodynamic DELTA code. While this code has the capability of performing MHD calculations,
for technical reasons this capability at the time of these calculations was implemented only in an X-
Y coordinate system, not in an R-Z one. (This limitation has now been removed - see Section 7).
This was a significant drawback, as it precluded a quantitative simulation of the actual machine
because the radial effects of HAWK’s coaxial geometry could not be taken into account.
Nevertheless, we proceeded to do simulations in the X-Y geometry, hoping to see qualitative
effects which would provide insight into possible causes of the observed trend.

To economize our use of computer time, we did two simulations: one with no anode extension and
one with a 2 cm extension. The mesh with no extension is shown in Figure 1-2.

In these simulations, the bottom edge of the mesh, representing the solid cathode, has a “slip”
boundary condition, meaning that the plasma cannot have a velocity component into or out of the
cathode, but can flow freely along it without frictional drag. The open portion of the anode
extends between the right end of the small “notch’” on the left and the bottom end of the long
“notch” which descends from the top edge near the center of the mesh. That is, it is the boundary
between the yellow and brown regions shown in Figure 1-2. In order to make the current flow
along this anode while still allowing hydrodynamic effects above and below it, the anode region
itself is made very highly conductive (with about the conductivity of stainless steel). In addition,
the magnetic field is excluded from the region above the anode (i.e., above the top edge of the left-
most “notch’). This forces the entire current to flow in the anode. Since the anode is interior to
the mesh, the plasma mass can flow freely through it. The magnetic field rises linearly along the
left-hand edge of the A-K gap (the line labeled “15” in Figure 1-2) at a rate of 2.42 x 10"



Gauss/second, and satisfies the natural boundary condition 7 e VB = Oalong all metal mesh
boundaries.

The initial plasma density distribution is slightly complex. In the vacuum regions (shown in white
in Figure 1-2), a nominal initial number density of 10" particles/cm’ is assumed. In the A-K gap
plasma region (shown in yellow), the initial number density varies between 2 x 10"/ cm® at the
anode or cathode to 10"°/cm’® midway between the two as a smooth cosine wave. In the plasma
region above the anode (shown in brown), the initial number density is a constant 2 x 10**/ cm’.
An additional complication is that the plasma has an initial velocity of 3 x 10° cm/sec in the
downward direction, corresponding to an injection velocity from the flashboards. (This is also the
velocity with which flashboard plasma is injected into the mesh from the inflow boundary which is
shown in blue in Figure 1-2 along the upper left side of the mesh.) The effect of this initial
velocity is that the initial density distribution, in the absence of magnetic field, would simply slide
downward at this speed and pile up at the cathode. Finally, the initial temperature of the plasma is
taken to be 1 eV, and a condition is imposed at all the solid metal surfaces such that the temperature
of the plasma immediately adjacent to these surfaces may not exceed 2 eV. This is intended to
simulate cooling of the plasma at these surfaces, as discussed in previous reports.”

The results from these calculations were as follows. Initially, the snowplow front pushed into the
plasma fastest down the center of the A-K gap, since the density was at a local minimum there. As
the vertical location of this density minimum continued to drift downward during the course of the
calculation, after about 400 ns the downstream plasma no longer showed a local minimum.
However, the initial shape of the front led to “thinning,” which pushed the swept-up plasma away
from the center and toward the anode and cathode region. The plasma stagnated when swept
against the cold cathode, while at the anode, it simply flowed through and into the field-free
exterior region. The effect of this was that penetration continued fastest in the center of the gap
even without the local minimum, leading to a “bow shock” type of profile. After about 800 ns, the
density profile was as seen in Figure 1-3. Note that, at this time, there is no significant difference
seen between the case with no anode extension and the case with the 2 cm extension, as the front
has not yet reached that region. Accordingly, we show only one of the two cases here.

The point of main significance here is that, near the anode, the plasma is being pushed by the
magnetic field primarily rightwards, but also upwards. This becomes significant when the plasma
begins to move into the open downstream region.

This process is shown in the following figures. Figures 1-4, 1-6, 1-8, and 1-10 show progressive
development of the plasma density contours at 20 ns intervals as the plasma moves out into the
open region for the case of no anode extension, while Figures 1-5, 1-7, 1-9, and 1-11 show the
same for the case with a 2 cm extension.

Figures 1-4 and 1-5 show the plasma density at the time when the plasma is just starting to move
into the open region. Note that this time is not the same for both cases, as the plasma had a longer
distance to travel with an extended anode.

A few points to note about these plots: First, in both cases, the density does not vary greatly along
the snowplow front until the front very nearly approaches either the cathode or anode. (This is, of
course, an artifact of our X-Y calculational geometry; there would be variation in the true R-Z
geometry.) Second, the solid anode extension of what we called the “Gap” case has accreted a
layer of compressed plasma similar to (but much less dense than) the layer seen along the cathode
in both cases. This of course does not occur in the “No Gap” case because there is no solid anode
surface upon which to accumulate a surface plasma. Figures 1-6 and 1-7 show the density
contours 20 ns later.



At this time, a noticeable difference between the two cases is starting to appear. In the case with no
anode extension, a distinct density “valley” is starting to form just right of where the front touches
the anode. In other words, following the path of the front from cathode to anode while examining
the density along it will yield a nearly constant density until just before reaching the anode, at
which point the density will dip sharply and then rise again. (Note that the contours are
logarithmically spaced, so that the density in the “valley” is about one-fourth to one-fifth of the
density along the central portion of the front.) This does not appear in the case with the anode
extension, because the plasma which accreted along the solid anode region slides down the anode
to fill in the density valley before it has a chance to form. Accordingly, the density along the front
is much more nearly constant with an anode extension than without it. Figures 1-8 and 1-9 show
density contours at a time 40 ns from the onset of expansion into the open downstream region.

At this time, the valley formed in the snowplow front in the no-extension case has become quite
pronounced. Specifically, at its lowest point the front density is now less than 2 x 10 grams/cm’,
which was the initial plasma mass density in the center of the A-K gap. This density is low
enough that the magnetic field is beginning to push through the front, as can be seen by the
outward bulge of the front at this point. Meanwhile, the extended-anode case is also beginning to
develop a low-density point, but in its case, the minimum density occurs precisely at the anode,
rather than at a two-sided valley. It has not yet shown signs of upward motion.

Figures 1-10 and 1-11 show the density contours at a time when the plasma has expanded upwards
to the limits of the open region. This occurs 60 ns from the time just prior to expansion.

At this time, the low-density front regions of both configurations have been pushed directly
upward until they have collided with the top boundary of the open downstream region. Since we
have no opening model in this simulation, the front plasma has remained highly conductive
throughout this entire period, with the resistivity taken to be Spitzer throughout. In reality, it is
quite possible that an erosion gap or some other mechanism would allow the field to penetrate
through the snowplow front at or before this point. In any event, in a true R-Z geometry the
details of the vertical expansion would almost certainly differ from those shown here, due to the 1/r
reduction in both the plasma density and the magnetic field strength. For both those reasons, we
did not continue the calculation beyond this point. Several differences in the two cases suggest
avenues of further exploration. First, the formation of a plasma layer along the solid anode that
subsequently fills in the forming “valley” in the front could act to delay the onset of opening in this
case. Second, the formation of a minimum-density point directly alongside the anode rather than
some distance away from it, might also serve to degrade the switch opening, as surface ablation,
cooling or some other effect might impede the opening mechanism in this case. However, for
further investigation we need to consider a model for switch opening, and to accurately represent
the true plasma conditions for input to that model we will need a true R-Z MHD code.

To this end we have acquired and implemented the Mach 2 code, described in Section 2.1. To take
advantage of the greater geometric capability of the triangular mesh DELTA code, we have also
made the modifications required to solve MHD problems in R-Z geometry, as described in
Section 2.
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Figure 1-3. Plasma mass density just before the end of the switch.
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Figure 1-4. Just before expansion without extension.



2.02E-10 8.32E-10 2E-09 8.32E-089 2E-08 8.32E-08 8.32E-07 1.88E-08
3.56E-10 1.12E-08 3.56E-09 1.12E-08 3.56E-08 1.12E-07 1.12E-08

p, Gap, t = 940 ns.

©C = N W »

Figure 1-5. Just before expansion with 2 cm extension.
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Figure 1-6. Beginning of expansion without extension.
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Figure 1-7. Beginning of expansion with 2 cm extension.
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Figure 1-8. Beginning of valley formation without extension.
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Figure 1-9. Beginning of valley formation with 2 cm extension.
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Figure 1-10. Vertical expansion without extension.



2.02E-10 8.32E-10 2E-09 B8.32E-09 2E-08 8.32E-08 E 8 32E-07 1.98E-08
3.56E-10 1.12E-09 3.56E-09 1.12E-08 3.56E-08 [ (2E-07 1.12E-08

p, Gap, t = 1000 ns.

S = N W b

Figure 1-11. Vertical expansion with 2 cm extension.



SECTION 2
MACH2 CODE

2.1 DESCRIPTION OF MACH2.

In January of 1995, S-Cubed took steps to acquire Mach2. This section provides a brief
description of that code and why it 1s considered a valuable addition to DNA’s capabilities.

Machz2 is a two-dimensional magnetohydrodynamic (MHD) code which incorporates the arbitrary
Lagrangian-Eulerian (ALE) gridding technique on a grid of arbitrary quadrilaterals. The core of the
code comes from the YAQUI and MOQUI codes written in the mid-70’s by Jerry Brackbill of Los
Alamos National Laboratory. In the mid-80’s, Phillips Laboratory (then the Air Force Weapons
Laboratory) contracted with Mission Research Corporation to create a production code out of

Y AQUI capable of dealing with complex geometries.

The geometric flexibility of Mach2, incorporated through a multiblock architecture, makes the code
extraordinarily useful for modeling important aspects of real experiments, but beyond this, Mach?2
has a wealth of physical models and boundary conditions. Mach2 may include in a calculation all
three vector components of both fluid velocity and magnetic field. Finite electrical conductivity can
be included; the user may choose from a variety of resistivity models, including Spitzer, several
types of anomalous, and electron-neutral collisions. Heat diffusion can also be included in a
calculation; the provision exists for including the magnetic inhibition of electron heat conduction on
the Spitzer model for thermal conductivity. Detonation effects can be modeled; a dynamic burn
model with flexible initiation options has been calibrated against data for PBX-9501 and PBX-
N110. Laser interaction with a plasma can be modeled, as can self-generated magnetic fields VIA
the thermo-electric effect. Elastic/plastic deformations of a solid can be modeled. The plasma can
be characterized either by a single temperature, or by separate ion and electron temperatures.
Plasma radiation can be treated within the framework of the single-group radiation diffusion model
(appropriate for optically thick plasmas) or with an optically thin radiation model. For the equation
of state, the user may choose from an ideal gas equation of state, a Gruneisen equation of state, or
the SESAME tabular equations of state. Numerous options exist for adaptive grid control. This
allows the user to direct the code to concentrate grid points on features of interest, such as magnetic
field gradients, density peaks, or temperature gradients. Boundary conditions exist which permit
the user to control the flow of material and magnetic field into the simulation domain in a wide
variety of ways.

Since its creation, Mach2 has been used on a wide variety of problems: plasma flow switches; z-
pinches and cascading gas puffs; rail-guns; laser-target interactions and the “aneurysm” effect;
compact toroid generation, evolution and acceleration; explosively-driven magnetocummulative
generators; magnetized-target [CF; imploding liners; electric propulsion; the magnetically controlled
plasma opening switch, the magnetized plasma opening switch, and the standard plasma opening
switch.

The acquisition of Mach?2 has significantly enhanced S-Cubed’s modeling capabilities. While the
DELTA code has recently been extended to be able to perform resistive MHD in cylindrical
geometry, that code has neither the extensive collection of physics models, nor the extensive
validation against experimental results that Mach2 enjoys. However, Mach?2 is not considered a
replacement for DELTA; DELTA is a useful and powerful code, and in fact, has strengths where
Mach2 has weaknesses. For example, the multiblock architecture of Mach? is such as to allow
geometries which are topologically either simply or singly connected; DELTA does not suffer from
such a restriction. DELTA is equipped with a graphical user interface which allows the user to
grid-up new problems very efficiently; in contrast, Mach? is driven with namelist input which
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forces the user into an oft-times tedious iterative edit-and-execute mode for creating grids for new
problems. Thus, the availability of both codes is a significant asset for S-Cubed.

2.2 MACH2 INSTALLATION.

Mach? is distributed without charge by Phillips Laboratory to government employees and qualified
contractors. As of January 1995, Mach2 had been configured to run on several different Cray
computers (including the YMP at Los Alamos), Sun workstations, and the IBM 6000. While
using Mach?2 on the DNA Cray is an important mode of our operation, we also strongly desired to
be able to run it on the available S-Cubed workstations, which are Silicon Graphics Indigos (SGI).
Thus, the first order of business after acquiring the Mach? tar file from Phillips was to make the
code modifications necessary for it to compile and execute on the SGI. This task took several
weeks to accomplish. The primary obstacle was the frequent occurrence of very out-dated
FORTRAN handling of character variables, but there were a large number of unrelated minor
details as well. A complete record of the changes and fixes required to get Mach2 compiled and
running was maintained, and is available to anyone else who needs to go through this process.

With this task finished in mid-February, we have adopted a mode of work in which the tasks of
new problem set-up, running small or low priority jobs, and post-processing are performed on an
SGI R3000; jobs of moderate size or intermediate priority are run on an SGI R4000; and jobs or
large size or high priority are run on the DNA Cray at Los Alamos.

2.3 VALIDATION AGAINST SIMPLE SNOWPLOW MODEL.

The first task set for application of Mach2 was to investigate the predictions of an idealized one-
dimensional snowplow calculation. The calculation gives the trajectory of the snowplow as well as
the temperature of the plasma swept up by the snowplow. Previous attempts to compare the
analytic prediction of plasma temperature with simulation results from the DELTA code has led to
concerns over whether DELTA was calculating the temperature correctly.

The highly idealized problem consists of an infinite half-space filled with plasma of uniform
density and infinite electrical conductivity. The plasma is treated as an ideal g-law gas with g =
5/3. lonization and other processes which absorb energy are neglected. At time t=0, electrical
current begins to flow on the plasma/vacuum interface. The current increases linearly in time.
This creates a magnetic pressure which accelerates the plasma/vacuum interface into the plasma-
filled region. Under the snowplow model, one imagines that as this interface moves into the
plasma, it collects plasma into an infinitely thin layer of infinite density. For this model, the
trajectory of the plasma/vacuum interface, or snowplow, is

x(t)=Bt? /(48mp,)""* (cgs units) @2.1)

where B is the rate at which the magnetic field in the vacuum increases and p, is the mass density

of the undisturbed plasma. Under the assumption that the excess of work done by the magnetic
field over kinetic energy goes into internal energy, we obtain a prediction for the temperature of the
swept-up plasma:

T(t)(eV)=8.33x10"4(L/T.)'(t/T.) (cgs units) 2.2)

where L is the distance the snowplow has moved from time t=0 to time t=T,. With the following

choices of parameters: L =8 cm, B =2.42 x 10'° Gauss/s, P, = 2x10'8gm/cm3; the
conduction time T_is 757 ns and the temperature at that time is 930 eV.
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A Mach?2 simulation was designed to run with the same parameter values. The first attempt was
with an Eulerian calculation, i.e., a calculation in which the numerical grid remained static. The
observation from this simulation was that the temperature in the highest density portion of the
swept-up mass was only 4-5 eV. With a more highly resolved grid, the temperature in the shock
front was higher, but never did it approach the 930 eV predicted by theory. The observation that
higher spatial resolution tended to produce temperatures which were in better agreement with
theory prompted the execution of simulations performed with a Lagrangian grid. In that case, the
amount of mass contained in any given cell remains constant, and the cell deforms according to the
instantaneous hydrodynamic velocity. Figures 2-1 and 2-2 show the results from such a
calculation.

Figure 2-1 shows the trajectories of the cell boundaries. This calculation was actually fora 16 cm
long plasma, and the comparison is to be made between theory and the state of the plasma
calculated at the time at which the snowplow has traversed 8 cm.

Figure 2-2 shows the temperature history from each computational cell. Note that the trajectory
plot shows that the region from x=0 to x=8 cm was initially spanned by 16 zones of equal width.
As the snowplow accelerates into the plasma, a thin, high density region is indeed formed, as the
trajectory plot shows. The temperature history plot shows that a cell’s temperature undergoes an
abrupt increase as the front approaches, then continues with a more gentle increase in temperature.
The maximum temperature achieved at the time at which the snowplow has tranversed 8 cm 1s
approximately 600 eV. While this is quite a bit higher than that obtained in the coarsely resolved
Eulerian calculations, it is still lower by more that 50% than the analytic prediction.

The reason for this discrepancy becomes clear upon further comparison of the zone trajectory plot
with the premise of the analytic model; recall that the latter assumed that once contacted by the
snowplow front, plasma becomes part of an infinitely thin, infinitely dense layer. Such a situation
cannot be realized in the simulation, and it, in fact, is behaving in a completely different manner.
The plasma which is swept-up by the snowplow forms a dense layer of growing thickness. This
situation has analogies to the structure of an atmosphere gravitationally bound to a planet. Thus,
part of the energy which under the snowplow model goes into thermal energy, is used in the
simulation for maintaining this growing “atmospheric” layer, and the peak temperature is
consequently lower than that predicted. The situation was thus one wherein the analytic model
made certain assumptions that simply would not occur in the simulation.
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SECTION 3
CATHER’S MITT DESIGN CALCULATIONS

3.1 CONCEPT.

The Cather’s Mitt concept was developed in the December-January timeframe in response to
difficulties with the ACE 4 experiment. In the attempt to reproduce experimental results obtained
during the summer of 1994, ACE 4 experimentalists observed that the flashboards were behaving
in a significantly different manner than they had been during the near forgotten balmy days of
summer past, despite the fact that the setup was identical to that used previously. This prompted
concern since past observations, simulations, and theory had indicated that the behavior of the
switch was to some degree dependent upon the radial distribution of plasma from the flashboards.

The rationale for the Cather’s Mitt can be expressed by analogy. In electronics, if one were to
design an electrical circuit whose proper behavior were dependent upon the value of a particular
resistor, and that value had to be known to three significant figures, one would merely need to
obtain a resistor of the correct rating - a requirement readily satisfied by a trip to Radio Shack. On
the other hand, if the proper behavior of the circuit depended upon the value of the beta of a
transistor, and again, this value had to be correct to three significant figures, one would be faced
with a serious difficulty. The beta of a transistor is not a well-characterized parameter - it can be
measured accurately, but transistor manufacturers do not attempt to produce transistors with
precise values of beta. Thus, the electronics engineer designs his circuit so that it is not strongly
sensitive to the precise value of beta. It was this design strategy that the Cather’s Mitt was
intended to follow. Rather that be tied strongly to the precise distribution of plasma across the A-K
gap, the hope was to find some perturbation of the electrode geometry that would result in a
decreased sensitivity to the plasma distribution.

In addition to decreasing sensitivity to plasma distribution, the Cather’s Mitt offers a solution to the
problem of excess mass. A plasma opening switch can be a long-conduction-time switch for
multi-mega-ampere current levels only if it has sufficient mass to hold off the current while it
builds to the desired level. But once the switch has opened, the large inventory of plasma instantly
becomes a liability - the plasma can conspire to reclose the switch before appreciable load voltages
develop. The Cather’s Mitt offers some possibility of containing a significant portion of the switch
plasma inventory.

Early conceptual calculations used the Cartesian version of DELTA/MHD to explore the efficacy of
a geometric perturbation which has since come to be known as the Cather’s Mitt. This geometry
involves an abrupt increase in anode radius just beyond the end of the nominal switch region.
Within this expanded A-K gap resides an L-shaped protrusion, shown in Figure 3-3. Much of the
plasma from the switch region flows downstream into the trap made by this protrusion. Often, a
small portion of the switch plasma flows around the outside of this structure and forms a low
density plasma switch. The purpose of the design calculations to be presented below is to examine
in far greater detail the nature of the interaction of the switch plasma with the electrode structure.

3.2 DENSITY PROFILE USED.

Figure 3-1 shows the various radial density profiles used in the design effort. These profiles were
extracted from the large body of experimental measurements of flashboard-only shots. They are
intended to be representative of the range of possible profiles one might encounter experimentally.
In all simulations that are carried out the initial density profile is axially uniform over a 20 cm
length and vanishes outside this interval. The plasma is taken to be an ideal g = 5/3 gas with the
degree of ionization fixed at one.
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The calculations were driven with current obtained from an RLC circuit model in which the lumped
circuit parameters were chosen to mimic the ACE 4 current drive. This required a capacitance of
18 uF, an inductance of 125 nH, and a resistance of 0.012 Ohms. The initial voltage on the
capacitor is reduced to 80% of the value actually used in the experiment in order to account for
current which flows through the inactive 600 nH leg of the machine. Figure 3-2 gives the resulting
current for one particular calculation. The current for other simulations is essentially the same,
with minor differences due to the differences in how the switch plasma inductively loads the
circuit.

The various profiles used in this design study can be characterized by the conduction time they
produce when driven by the current described above. A two-component number is used to denote
the various profiles - the part preceding the period is the ACE 4 shot number, the second part is the
time in tenths of microseconds from when the flashboards were fired. Thus, profile 1466.30
comes from shot number 1466 and occurs 3.0 ps after the flashboards are fired. Table 3-1
summarizes the conduction times for the profiles shown in Figure 3-1.

Table 3-1. Conduction times for the density profiles used in the Cather’s Mitt design study.

Profile Conduction Time (ns)
1211.35 1560

1478.35 ill-defined
1478.55 1340

1466.30 1380

3.3 EFFECTS OF VARIOUS GEOMETRY CHANGES.

Figure 3-3 shows the computational grid used for this design study. The design study followed
the approach of filling in a matrix of cases wherein each alteration to the geometry is tested with
each of the various density profiles. Alterations to the geometry are either simple parametric
variations or are suggested by specific simulation results. The parameters which were varied in the
design study were (1) the width of the Cather’s Mitt opening, (2) depth of the Cather’s Mitt, and
(3) the axial displacement between the leading edge of the Cather’s Mitt and the point at which the
anode radius abruptly increases.

Mach?2 protocol allows that the results from different runs be maintained in separate directories
under the UNIX operating system. This requires that each run be assigned a unique name. For
the Cather’s Mitt design study, the runs were named according to the form CMdsXn, where
“CMds” stands for “Cather’s Mitt design study,” X = A, B, C, ... corresponding to the geometry,
andn =1, 2, 3, ... corresponding to the density profile used as the initial condition or perhaps to
some other change made in the simulation. Table 3-2 shows the matrix. Not all spaces in the
matrix were filled in. This was the result of conclusions drawn from calculations performed earlier
in the given series indicating that nothing further could be reasonably expected from the given
geometry. Geometry A in the table is omitted as that series was a shakedown of some of the
aspects of the calculation approach. Geometry D has several calculations performed with the same
profile; this was due to an attempt to correct some aspects of the simulation. The profile denoted
“1220” was from ACE 4 shot 1220 and had been used in some earlier work. It was not used to
any great degree in this effort, other than as an available profile with which to help shakedown the
calculation procedure.
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Table 3-2. Calculation matrix for Cather’s Mitt design study.

Profile | Geometry: A B C D E F G H
21135 5 — 4* 3 2 1 3
1478.35 2 — i

1478.55 4 | Podnd 2 1

1220 1-5 1

1466.3 2 2

Table 3-3 indicates the relation between the upper case geometry designation letter and the actual
geometry. The “opening” is defined as the radial separation between the inner lip of the leading
edge of the Cather’s Mitt and the unperturbed, coaxial section of the cathode. The “depth” is
defined as the axial separation between the leading edge of the Cather’s Mitt structure and its
backplate. The axial separation between the Cather’s Mitt leading edge and the point at which the
anode radius abruptly increases was 2 cm for most of the simulations. A separation distance of 4
cm was explored briefly, but as descnibed below, did not present any advantages which would
have justified a more detailed examination.

Table 3-3. Geometries for the Cather’s Mitt design study.

Series Opening (cm) Depth (cm)
A xS 4.0
B 255 4.0
C 8.5 8.0
D S0 8.0
E 2.5 8.0
F 3.0 12.0
G 25 14.0

The primary common problem observed in the simulations was the containment of the plasma
which was caught by the Cather’s Mitt. In many cases, a secondary switch would form on the
exterior of the Cather’s Mitt structure, which would then proceed to thin rapidly, or the switch
would act like a plasma flow switch, opening as it moved past the abrupt increase in anode radius.
If in these cases, the plasma which was caught in the Cather’s Mitt had simply disappeared, the
result would be very promising. However, it was often the case that this caught plasma
reappeared, flowing back out of the Cather’s Mitt, and threatening to cause a restrike.

The design study indicated that there 1is little to be gained from increasing the width of the Cather’s
Mitt opening. Increasing the width of the opening allowed the expanding switch plasma to acquire
greater radial momentum. The greater the radial momentum of the plasma, the more problematic
the interaction of the plasma with the Cather’s Mitt structure appeared to be, at least with respect to
the containment properties of the structure. This difference is illustrated in Figures 3-4 (a, b) and
Figures 3-5 (a, b). Figures 3-4 (a, b) are taken from run CMdsE?2, in which density profile
1478.55 was used in a geometry wherein the opening of the Cather’s Mitt was 2.5 cm.

Figures 3-5 (a, b) come from run CMdsD35, which used the same density profile, but had a
geometry wherein the opening of the Cather’s Mitt was 3.5 cm. The density distributions found
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in these two simulations at any time prior to interaction with the Cather’s Mitt should be identical to
one another.

As shown in Figures 3-4 (a) and 3-5 (a), the results at this time are indeed quite similar, but they
are not identical. The discrepancy is found at the point where plasma has just begun to accelerate
around the corner made by the abrupt increase in anode radius. It is due to a difference in the
computational grid. The grids used in these two simulations are identical to one another in the
switch region. In the Cather’s Mitt region, the two simulations use the same number of cells and
use the same points as block corner points. This results in a slightly different grid spacing, and
this is most pronounced in the region in the vicinity of the anode comner.

Figures 3-4 (b) and 3-5 (b) show the pronounced difference that results as the plasma interacts
with the Cather’s Mitt structure. Of particular interest is the difference in the distribution of plasma
along the inner surface of the coaxial portion of the mitt structure. Figure 3-4 (b) shows a thin
plasma layer in comparison to the widely dispersed plasma seen in Figure 3-5 (b). The difference
comes from the greater radial momentum acquired by the plasma before interacting with the mitt.
With a 3.5 cm wide opening, the radial momentum the plasma acquires before striking the mitt
causes it to rebound violently from the inner surface of the mitt once interaction does occur. This
is considered to be a negative effect as that plasma then tends to dwell in the mouth of the Cather’s
Mitt where it could foster a restrike event.

For a reason similar to that which disfavors an increase in the width of the Cather’s Mitt, an
increase in the distance between the leading edge of the Cather’s Mitt and the exit of the nominal
switch region is not desirable. Increasing that distance merely allows the plasma to acquire greater
momentum which then makes the interaction of plasma and mitt structure more problematic.
Increasing the separation while keeping a fairly narrow opening resulted in little plasma entering
the Cather’s Mitt, a result which defeats the purpose of the Mitt. Increasing the separation while
simultaneously increasing the width of the opening, while not examined specifically in the
simulations, would certainly result in an extremely violent interaction of caught plasma with the
mitt structure, and would most likely lead to rapid expulsion of the caught plasma out of the Mitt.

Of the width of the opening, the separation distance between leading edge and anode corner, and
the depth, the latter parameter had the greatest positive effect over the containment of the caught
plasma. But rather than truly helping to better contain the caught plasma, increasing the Cather’s
Mitt depth is merely a delaying tactic. This is illustrated by comparing the results from two
simulations which differ from one another only in the Cather’s Mitt depth. Runs CMdsE3 and
CMdsGl1 both used the initial density profile 1211.35, a leading edge/anode corner separation
distance of 2 cm, and an opening width of 2.5 cm. But CMdsE3 used a depth of 8 cm while
CMdsGl1 used a depth of 14 cm. The initial density profile is such that plasma is pushed directly
into the backplate of the Cather’s Mitt, as opposed to being pushed into either the inner or outer
coaxial surfaces. As illustrated in Figures 3-6 (a, b, ¢), this produces a splash-back. The
rebounding plasma quickly moves back out of the Cather’s Mitt, possibly causing a restrike. The
rapidity with which the plasma rebounds from the Cather’s Mitt is the worst problem - this allows
far too little time for any effective power transfer to the load to take place. Figures 3-7 (a, b, ¢)
illustrate the same sort of effect for a Cather’s Mitt with a 14 cm depth, 6 cm deeper than that
shown in Figures 3-6 (a, b, ¢). Again, plasma splashes off the backplate of the Cather’s Mitt to
cause a restrike. In this case, several more tens of nanoseconds are required for the restrike to
occur than with the 8 cm deep mitt, but this is still probably not adequate for effective power
transfer to the load.

These observations lead to a three-fold modification to the basic design. First, the depth was
increased to 16 cm. More significantly, the backplate was angled inward to direct spashing plasma
radially inward toward the third modification - a recessed section of the cathode. Figure 3-8 shows
these modifications in a plot of the simulation grid. This is an imperfect depiction of the geometry
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as the horizontal scale differs from the vertical scale. Figures 3-9 (a, b) illustrate the interaction of
switch plasma with this electrode structure in a simulation which used profile 1211.35 as the initial
switch density distribution. In this case, it is the recess in the cathode which plays the primary
role. It accepts the plasma which has been flowing along the cathode, providing an out-of-the way
place for that plasma to accumulate. Comparison of Figure 3-9 (a) with Figures 3-6 (a) and 3-7 (a)
shows that the inner structure of the Cather’s Mitt does not affect the formation of the secondary
switch.

Figures 3-10 (a, b, ¢, d) show the effect of this improved plasma trap design on density profile
1466.30. This profile is unusual in that it tends to promote motion of plasma toward the cathode.
In particular, it results in nearly all of the switch plasma being directed into the Cather’s Mitt. In
this case, the recess and the inwardly-angled backplate work together to trap the switch plasma in a
clockwise circulation pattern in the recessed region. With this particular profile, in which the
opening is observed to occur at about 1380 ns, the advanced trap provides a period of at least

150 ns, and probably significantly longer, before any danger of restrike from back-splashing
plasma occurs.

3.4 EXPERIMENTAL RESULTS AND CONCLUSIONS.

Tests of the Cather’s Mitt concept were conducted in the ACE 4 configurations depicted in

Figure 3-11. Results from the tests are given here for three values of gap size defined as the
distance from the tip of the Cather’s Mitt to the nearest point on the anode. This is indicated in
Figure 3-12, which also shows the lines of sight for the chordal interferometry used to measure
time integrated electron densities in the secondary switch region B. For the chordal interferometry,
a ribbon laser beam is split into nine beams, each approximately 1mm in size. The beams are
labeled 1 through 9, beam 1 being closest to the generator. Beams 1 through 5 are separated by
1.5 mm, beams 5 through 9 by 3 mm. The locations and labels of current monitors are shown in
Figures 3-11 and 3-12.

Table 3-4 summarizes the matrix of shots for data to be presented here. The variables in the matrix
are the gap size d and the injection time delay between the firings of the flashboards and the Marx
generator. For the “no mitt” case, the mitt was removed to permit axial interferometry of the
injected switch plasma.

The locations of the axial inferometric lines of sight relative to the cathode and anode in the primary
POS region are summarized in Figure 3-13.

Table 3-4. Shot MATRIX in 1400 series for Cather’s Mitt experiments.

Geometry Relative Plasma Marx Delay Relative to
Injection Delay Flashboards
2.5 ms 6.0 ms
No Mitt 1414 1421
2 cm gap 1432 1433
3 cm gap 1441 1438
4 cm gap 1452 1450
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The data taken with axial interferometry and B-dot probes are shown in Figures 3-14 through
3-19. The current and voltage results deduced from the B-dot probes can be compared with the
corresponding data taken while the Cather’s Mitt was in place. (The axial interferometry results do
not offer a basis for comparison however since the primary switch region is inaccessible to our
interferometry set up with the Cather’s Mitt in place). Before comparing currents and voltages in
the two configurations, we digress briefly to point out some features of the data obtained without
the Mitt.

Figure 3-14 shows line density measurements in the POS taken before firing the ACE 4 Marx
banks. Figure 3-15 shows the corresponding data in the case with pulsed power. Figure 3-16
shows the ratio of measured line density with pulsed power to that without pulsed power. In all
cases measured line density is converted to density by dividing by 20 cm, the nominal switch
length. Observe the rapid decrease in density beginning at about 2.7 ps, shortly after the onset of
generator current, followed by a rapid increase after the minimum in the probe signal just before
3.0 us. The rapid decrease is observed in many shots and is attributed to the pushing of plasma to
the electrodes under the magneto-hydrodynamic action of the magnetic field penetrating into the
POS gap. Prior to this density decrease the probes in the case with pulsed power tend to track the
corresponding ones in'the case without pulsed power. The later rapid increase in density is also a
recurring feature of measurements with pulsed power, representing an ionization phenomenon
and/or motion of plasmas from the vicinity of an electrode toward the center of the A-K gap.

Figure 3-17 shows current and voltage traces overlaid by a plot of the density obtained by axial
probe 3. To fit the density onto the figure it has been multiplied by the factor 10°. The voltage
wave form is obtained by inductively correcting the voltage measured near the insulator stack. The
correction is made using an assumed constant inductance in the region between the stack and the
downstream end of the POS. This overestimates the correction because of the early exclusion of
magnetic field between the actual current path in the POS and the load-side end of the POS.

Hence, the negative voltage between t = 0 and t ~ 500 ns. The maximum voltage of about 800 kV
1s achieved at ~0.58 ps.

One feature of Figure 3-17 that is not completely understood is the approximately 40 ns offset
between the density minimum at probe 3 and the rise of current in the current probe IBR1 just on
the load side of the switch region. The “density” is obtained by dividing the observed line
integrated density by 20 cm; since the sensitivity limit of the interferometer is ~10"*/cm’, the
density at the probe location could be as high as 5 x 10*/cm’ for a snowplowed plasma having a
width of 2 cm. Perhaps density probe number 6, which shows a “zero” density extending several
tens of nanoseconds after that of probe 3 is a better indicator of when and where opening occur.

Another noteworthy feature of Figure 3-17 is the difference between the measured voltage and that
calculated from multiplying the 100 nH vacuum inductance of the load with the time derivatives I

at the various downstream locations. The maximum L I obtained in this manner is about 2 MV
using IBR1, compared with a measured value of 800 kV, suggesting that plasma pushed into the
inductor shields a substantial fraction of the 100 nH from the magnetic field. The small but finite
levels of current in the other downstream probes support this surmise.

The downstream current monitors IBR1-5 appear to detect current sequentially, starting with IBR1
nearest the switch. IBR2 seems to follow IBR1, although for reasons not at all understood it
swings negative before turning positive. This may be a result of probe damage or of asymmetries
in the current flow. Probes 4 and 5 start up at about the same time, apparently within a few tens of
nanoseconds of the IRT and other probes within the inductor, and just before the most steeply
rising part of the voltage curve. This coincidence of onset of current in various downstream anode
probes is generally indicative of switch opening as well as current transfer.
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Figures 3-18 and 3-19 show densities with and without pulsed power, respectively, for a delay
time of 6 ps. In contrast to shot 1414, shot 1421 shows no evidence of plasma expulsion with
pulsed power, but does show an apparently strong increase of electron density with pulsed power.
This is probably indicative of increased ionization during the power pulse. Figure 3-20 shows

onset of current in the downstream probes and the development of voltage 1 us following the start
of generator current. In this case the maximum in the voltage, ~400 kV, of Figure 3-19 is only
about one-half of that achieved for the shorter 2.5 ms delay time, Figure 3-17.

With voltage as a standard, the Cather’s Mitt did not perform well. The data in Figures 3-21 to
3-25, corresponding to various values of delay times and mitt tip-anode gap sizes given in

Table 3-4, support this conclusion. These figures also show current measured at the indicated
positions and densities measured by chordal interferometry in the secondary switch region shown
in Figure 3-12. The density in the figures is obtained by averaging the line densities over the nine
downstream probes and dividing by 20 cm, the assumed value of the chordal length through the
plasma. The density has been scaled by a factor of 5 x 10"° in Figures 3-21 to 3-25.

In general, the measured densities in the secondary switch region exhibit a plateau region, or at
least a region of diminished time derivative relative to the derivatives at times preceding and
following the plateau time interval.

Judging by separations in time of the curves in Figures 3-26 and 3-27 in the rising signal region
that precedes the plateau corresponding to a 6 ms delay time, the plasma in the secondary switch
region is moving with an axial speed of ~10° cm/sec. Plasma speeds corresponding to the 2.5 ms
delay time are more uncertain because of signal fluctuations, as shown in Figure 3-18, but also
appear to be about 10° cm/sec.

Except in the plateau region, the line density observed in the secondary switch region increases
continuously with time, at least for several hundred nanoseconds. The only evidence that density
eventually begins to decrease occurs in Figure 3-21, and then only about 600 ns after electrons are
first detected in the region. If only a fast moving (~10° cm/sec) narrow ring (2 ~3 cm in width in
the axial direction) entered the catchers mitt at the end of the conduction phase, we might expect
that the chordal measurements in the secondary switch would generate a signal that would first rise
and then decrease after about 30 ns. The absence of such a signature suggests that plasma moves
continuously into the secondary switch region following the first arrival of plasma at the Cather’s
Mitt. This continuous injection may result from the drift of plasma that is continuously pushed into
the anode vanes during the conduction phase. It is also possible that plasma pushed into region B
of Figure 3-12 stagnates on the anode structure and remains in the chordal line of sight.

From the IBRX and generator current traces, assuming that the current probes are not shorted out
by plasma, a greater portion of the ~2.6 MA generator current is conducted in the primary switch
region at late times than in the secondary switch region. Presumably plasma left behind in the
primary switch region fills the anode-cathode gap. This would not be the case had the concept
underlying the Cather’s Mitt design been realized.
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Figure 3-1. Radial density profiles used in Cather’s Mitt design studies. See text
for discussion of legend in body of figure.
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Figure 3-2. Current wave form used in one simulation of Cather’s Mitt
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Figure 3-4. Density contours following onset of current for case E2 (see text).
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Figure 3-4. Density contours following onset of current for case E2 (see text) (Continued).

24



RESTART OF CMDSDS5 FROM 1.375E-6 S
CMDSRA V9403.J
T = 1.380E-06 CYCLE = 6959

ELECTRONS / CC
| =9.9851E+11 N
A= 2.5973E+12 3
B= 6.7559E+12 '1%

C= LT EF S
' D=4.5710E+13
E= 1.I890E+14

Ak

[=54431E+15
+=1.4138E+16

(a)t=1.38us

Figure 3-5. Density contours following onset of current for case D5 (see text).
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Figure 3-5. Density contours following onset of current for case D5 (see text) (Continued).
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Figure 3-6. Density contours following onset of current for case E3 (see text).
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Figure 3-6. Density contours following onset of current for case E3 (see text) (Continued).
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Figure 3-6. Density contours following onset of current for case E3 (see text) (Continued).

29



RESTART OF CMDSGI1 FROM 1.65E-6 S
CMGIRA V9403.]

T =1.670E-06 CYCLE = 11439
ELECTRONS { CC

= 9.9851E+11 St
A=34131E+12 sl

B= 1.I667E+13 [
C=3.9879E+13 [N
' D= 1.3632E+14 |
E=4.6395E+14 ||
¢ |
I= 6.3612E+16 '1; “‘mﬂj
+=2.1744E+17 ||| A
| | _ ]!
é-é;‘;;;:-ffl

(a) t= L6 Hs

Figure 3-7. Density contours following onset of current for case G1 (see text).
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Figure 3-7. Density contours following onset of current for case G1 (see text) (Continued).
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Figure 3-7. Density contours following onset of current for case G1 (see text) (Continued).
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Figure 3-8. Computational grid used in the design study of modified Cather’s Mitt concept.
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Figure 3-9. Density contours following onset of current for modified Cather’s Mitt
and density profile 1211.35.
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Figure 3-9. Density contours following onset of current for modified Cather’s Mitt
and density profile 1211.35 (Continued).
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Figure 3-10. Density contours following onset of current for modified Cather’s
Mitt and density profile 1466.30.

36



RESTART OF CMDSH2 FROM 1.38E-6 S
CMH2RA V9403.]

T = 1.500E-06 CYCLE = 9110
ELECTRONS / CC

-=0.9851E+11
' A= 3.3593E+12
B=1.1302E+13
= 3.8023E+13
D= 1.2792E+14
| E= 4.3037E+14

-~
- "-?F"T‘"J P
- e
» & > -’j’
o R rat |
i ) —
1 2

f g J %).Jlj

iy

(b)t=1.5us

Figure 3-10. Density contours following onset of current showing effect of trap
design with initial density profile 1466.30 (Continued).
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Figure 3-10. Density contours following onset of current showing effect of trap
design with initial density profile 1466.30 (Continued).
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Figure 3-10. Density contours following onset of current showing effect of trap
design with initial density profile 1466.30 (Continued).
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Figure 3-13. Locations of probe beams used in axial interferometry.
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Figure 3-14. Electron density taken before firing Marx banks (shot 1414).
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Figure 3-15.  Electron density measured with pulsed power (shot 1414). Marx
current rises at 2.5 ys.

42



P2S1414 Catcher's Mitt w/o Mitt, DHC FB's, Axial interferometry
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Figure 3-16. Ratio of measured line density with pulsed power to that without
pulsed power (shot 1414).
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S$1421 Catcher's Mitt w/o Mitt, DHC FB's, Axial interferomstry
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Figure 3-18. Electron density taken before firing Marx banks (shot 1421).
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Figure 3-19. Electron density measured with pulsed power (shot 1421).
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Figure 3-20. Current and voltage in downstream probes rise 1 Us after start of generator current.
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Figure 3-21. Current and voltage waveforms (shot 1432), and average densities
in secondary switch region (see text).
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Figure 3-22. Current and voltage waveforms (shot 1433) and average densities in
secondary switch region (see text).
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Figure 3-23. Current and voltage waveforms (shot 1438) and average densities in
secondary switch region (see text).
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SECTION 4
ANALYSIS OF ACE-4 FLASHBOARD EXPERIMENTS

4.1 INTRODUCTION.

The primary justification of the modeling effort described here is to compare simulation results
with experimental results, and in so doing, develop a greater understanding of the physics. To
date, the comparison of experimental results to Mach2 simulations has resulted primarily in an
understanding of some of the deficiencies in the model and in the development of improved
modeling approaches.

Two basic areas have been identified where the simulation disagree significantly with the
experiment. In both cases, the disagreement clearly is due to some essential incompleteness in the
computational model. Due to the importance of these areas of disagreement, the business of
simulating ACE-4 experiments was put on hold until it could be established whether the
disagreements could be resolved in a reasonable manner.

The first general area of disagreement is in the relation between measured electron number density
and mass density. In MHD, the mass density is far more important than the electron number
density. The latter does effect transport properties, such as electrical resistivity and thermal
conductivity, but these are secondary to the interaction between magnetic field and mass. The
importance of the electron number density is in that it is the quantity which is measured in the
experiments. In order to use these measurements to set up a simulation properly, information on
how electron number density relates to mass density is required. Assuming a fixed ionization state
is easy, and the assumed degree of ionization can be varied parametrically until some sort of match
between experiment and simulation, say in the conduction time, is obtained. However, the
electron measurements often exhibit changes at times early in the conduction phase when little
rearrangement of mass has yet a chance to occur. This is strongly suggestive of ionization caused
by heating as the snowplow begins to compress the plasma. This effect can be significant,
amounting to as much as 30 to 50% changes in the measured electron number density. If the
simulations are to be able to guide the experiments in any useful manner, then effects as large as
this must be taken into account.

The second general area of disagreement concerns the initial distribution of plasma. This has some
relation to the previous point of disagreement, but there is a distinction, as well. The experiments
very often show a systematic increase in line-integrated electron number density moving across the
gap from cathode to anode after the apparent end of the conduction phase. Among other
possibilities, this suggests that a high-density layer of plasma was formed along the cathode at
some time, and then is released somehow once the switch opens. Hypothetically, it is possible that
the plasma from this conjectured layer is reaching across the A-K gap to short out the switch. An
investigation of this effect requires a greater understanding of how the flashboard plasma behaves
in the system, in particular, how it interacts with the cathode. Perhaps the in-flowing plasma
stagnates against the cathode, and by virtue of its contact with the cathode, cools to form a dense
layer. Thoughts along such lines have motivated a careful investigation of the flashboard plasma.

4.2 FLASHBOARD EXPERIMENTS.

In order to understand the nature of the flashboard plasma better, a series of experiments and
simulations was undertaken in which a set of flashboards were operated in free-space, i.e. without
the complications of the anode and cathode. Experimentally, these free-space shots were
diagnosed with magnetic field probes and laser-interferometric measurements of the electron
number density. From the simulation viewpoint, the goal was to match the experimental
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measurements as well as possible, and from so doing, gain greater understanding of the nature of
the plasma created by the flashboard.

The experiment consisted of five flashboards placed on the circumference of a 15 cm radius circle.
The five boards subtended roughly one quarter of the circle’s circumference; this is the same
arrangement of flashboards used in ACE-4 experiments, except that normally the entire circle is
covered and 18 flashboards are needed to do so. Thus, the freespace flashboard experiment was
devised to look like a subset of the plasma source arrangement used in the ACE-4 experiments.
Diagnostics were set-up to look at the plasma at various locations along the symmetry line as
shown in Figure 4-1.

The first goal of the simulations was to attempt to match experimental measurements close to the
flashboard. Within a few centimeters of the flashboard surface, the measurements should be
strongly dominated by the behavior of only the closest flashboard; the other four more distant
flashboards can be ignored safely. Once this goal is accomplished, the plan is to simulate all five
flashboards and compare with experimental measurements. At the time of writing, we have not yet
gotten to this second goal, but we have achieved some success in achieving the first goal.

As Mach2 is a two-dimensional code, a choice of what sort of symmetry to impose in order to
model the experiments must be made. Two choices are possible. First, one can regard the
flashboards as being infinitely long in extent, and model the current which drives the flashboards
to flow in the direction normal to the plane of the simulation. This is called the poloidal geometry.
The second choice is to regard the flashboards as being azimuthally uniform, and model the current
as flowing in the axial direction. This is called the toroidal geometry. In the poloidal simulations,
the magnetic field is in the plane of the simulation. In the toroidal simulations, the magnetic field is
azimuthal, i.e. normal to the simulation plane. The poloidal simulations are much more difficult
than the toroidal simulations. The magnetic field must be treated specially to avoid creation of
divergence, and magnetic field boundary conditions are sometimes quite difficult to determine. For
reasons involving these difficulties, the poloidal simulations have not yet had a chance to be of as
much use as the toroidal simulations. However, the poloidal simulations are the only means
available for simulating the discrete nature of the five flashboards used in the freespace
experiments.

The basic strategy in the simulations, poloidal as well as toroidal, is to manipulate the boundary
conditions to bring simulated probe responses in line with experimental probe responses.
Boundary conditions for the density and magnetic field were varied, as was the boundary condition
for the temperature. The greatest degree of success to date has been obtained with static boundary
conditions for density and temperature, and a time-varying boundary condition for the magnetic
field. The time-variation was chosen to match the experimentally observed temporal behavior of
the current which drives the flashboards.

Figures 4-1 and 4-2 show the experimental measurements against which the simulations are to be
judged and adjusted. Figure 4-1 shows magnetic field probe measurements taken at 1 cm intervals
from the central flashboard. Figure 4-2 shows laser interferometric measurements of the electron
number density taken at 0.30 cm intervals from the central flashboard. The response from the
probe nearest the flashboard does not have the full confidence of the experimentalists, so it is not
considered an important feature to match in the simulations. An important point to keep in mind
when comparing the simulations to the experiments is that the definition of zero on the timeline
differs. In the simulations, t=0 corresponds to the time at which current begins to flow. In the
experiments, t=0 corresponds to the time at which voltage is first applied to the flashboards. The
process of electric breakdown takes roughly half a microsecond, so it takes roughly that long
before current begins to flow in the flashboards. Thus, the experimental time lags behind the
simulation time by half a microsecond.
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Figures 4-3 and 4-4 show the simulated electron and magnetic field probe responses from the first
simulation. Because of the relatively coarse gridding used in these simulations, several of the
probes lie within the same cells, thus causing their output to coincide with that of their cell-mates.
The biggest discrepancy between simulation and experiment is the magnitude of the signals. The
times at which peak values occur in the simulations are also systematically earlier than those
observed experimentally. To seek closer agreement, both the boundary value used for density and
the magnitude of the driving current were increased. The current was increased by a factor of
1/0.58; the density was increased by a factor of 6. Together, these two changes create a decrease
in the Alfven scale-speed by 70%. Thus, the density and magnetic field should move toward the
experimental values, and the times of peaks should also move in the right direction. Figures 4-5
and 4-6 show the simulated electron and magnetic field probe responses, respectively, from this
second simulation. The peaks have arrived some 100 to 200 ns later, and the magnitudes are
closer to the observed magnitudes.

A very revealing comparison is shown in Figures 4-7 and 4-8. Here, the simulated line-integrated
electron as well as ion number densities are compared to the experimentally obtained line-integrated
electron number density. In Figure 4-7, the simulated ion number density has been multiplied by a
factor of 2. Before proceeding with the comparison, we must note that the simulation used the
Saha equilibrium ionization model and ionization energy-corrected equation of state, which is
described in detail below. For now, suffice it to say that the simulation uses a model for self-
consistently incorporating energy and density dependent ionization for any given mixture. The
mixture under consideration here is two fluorine atoms for every carbon atom. The simulation
curves have been shifted 500 ns to the right to match the time required for current to begin flowing
in the flashboards.- Figure 4-7 shows very good agreement in the vicinity of the peaks between the
experimental electron data and the simulated ion data, which, as noted above, has been multiplied
by two. The striking agreement strongly suggest that the plasma in the experiment, at electron
probe location 2, has an ionization state of 2. Figure 4-8 shows the simulated ion and electron
probe responses in comparison with the experimental electron number density at probe 9. Here,
the simulated ion data has not been multiplied by 2. The implication is that at electron probe
location 9, the experimental plasma was in a charge state of Z=1.

The comparison between simulated density probe responses and magnetic field probes responses
indicates that this simulation has matched the basic magnetohydrodynamics of the flowing
flashboard plasma quite well. The magnetic field magnitudes and timing are in fairly good
agreement, in particular, the drop in field magnitude across the first three probes observed in the
simulation matches well with that seen experimentally. The agreement between experiment and
simulation between both the field magnitudes and the timing suggests that the simulated ion density
is in fair agreement with experiment, as well. If it were not, the Alfven speed would be different,
and this would ruin the agreement in the timing. There are some discrepancies, particularly with
how quickly response curves come up, but the agreement is still quite good. If the assumption 1s
made that the simulated ion density is correct, i.e. provides a perfect match to what occurred in the
experiment, and that the Saha model provides an accurate description of ionization effects, then the
comparison between experiment and simulation suggests some interesting possibilities for the
behavior of the flashboard plasma. At density probe location 2, the simulated ion density peaks at
1.8056 x 10'° per cc. But the experimental electron number density peaks at that probe with a
value of 3.614 x 10'® per cc. This implies a charge state of Z=2. The Saha model implies that at
the indicated ion number density, a CF2 mix will have a charge state of 2 if the temperature is
3.083 eV. The specific internal energy corresponding to this temperature and density is 6.068 x
10°® J/kG. At probe location 9, the simulated ion density peaks at 1.68 x 10'® per cc, and the
experimental electron number density peaks at 1.8 x 10'®, implying an effective charge state of
Z=1.07. The Saha model implies a temperature of 1.69 eV and an internal energy of 2.31 x

10 J/kg. Thus, as the plasma moves from probe 2 to probe 9, it loses a substantial amount of
energy. The cooling rate can be estimated by the difference in energies at the two locations divided
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by the time-of-flight between the two probes. The time-separation between the experimental peaks
at probes 2 and 9 is 0.65 x 10°s. Using this time to calculate a cooling rate, one obtains

de/dt=(6.068x10°]/kg-2.31x10°]/kg)/0.65x10° =2.8x 10" W /kg . (4.1)

Thus, the suggestion is that the simulation is correctly calculating the flow of mass and magnetic
field, but is not currently calculating the relation between electron density and ion density. The
comparison between simulation and experiment suggests that there is some sort of heating
mechanism near the surface of the flashboard, and that as plasma moves away from the flashboard,
it loses energy according to the rate estimated above. This cooling rate is consistent with that to be
expected from bound-bound radiation at these temperatures and densities. This leaves as the
mystery the heating mechanism which increases the plasma’s ionization state to the suggested
levels in the immediate vicinity of the flashboard.

A hypothetical heating mechanism involves magnetic reconnection. The postulated mechanism is
based on the fact that the flashboards consist of five parallel current paths. As the flashboard
breaks-down, each of these paths might become a line-source of magnetized plasma. When the
plasma expands away from the flashboard, the magnetic field in the plasma resistively decays to
wash out the features of the five individual current paths. Whether or not such resistive
reconnection is a plausible heat source has not yet been investigated in any detail.

e ™
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Figure 4-1. Schematic of arrangement of five flashboards or: a circumference in measurement of
line electron densities in direciion perpendicular to plane of paper at various positions
along symmetry line. Flashboard current is perpendicular to plane of paper. For
infinitely long flashboards this geometry is called poloidal.
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B-field Probe Data - IBFB Series
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Figure 4-2. Measured magnetic field waveforms at | cm intervals from central flashboards.
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Figure 4-3. Measured electron number density at 0.3 cm intervals from the central flashboard.
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Figure 4-4. First Mach 2 simulation results for electron density.
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Figure 4-5. First Mach 2 simulation results for magnetic field.
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Figure 4-6. Second Mach 2 simulation results for electron density.
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Figure 4-7. Second Mach 2 simulation results for magnetic field.
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Figure 4-8. Comparison of measured and calculated electron densities at probe 2
location. The simulated ion density has been multiplied by a factor of 2.
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Figure 4-9. Comparison of measured and calculated electron densities at probe 9 location.

56



SECTION 5
IONIZATION EFFECTS IN POS PLASMAS

The preponderance of ionization effects observed in the ACE 4 POS experiments indicates that
inclusion of a variable ionization capability in the modeling effort would be of great benefit.
Mach?2 already has two options for variable ionization, but these were deemed inappropriate for
this effort. One option is a Saha model restricted to hydrogen. The other option is to use the
SESAME equation of state tables. The first option is deficient since the switchboard plasma is
dominated by carbon and fluorine. The second option has some points in its favor. First, it is an
existing capability. Second, it allows ionization effects to be included in the equation of state
automatically. Third, the SESAME tables allow radiative cooling effects to be included for most
materials within the SESAME collection. The importance of radiative cooling was discussed above
in conjunction with modeling the flashboard plasma. But the points against the SESAME option
were judged to outweigh the proponent points. First, Mach2 does not have the proper coding to
combine SESAME tables in order to get equations of state and ionization levels for mixtures of
elements. Second, the SESAME tables were designed primarily for UGT applications - for the
pulsed-power arena, they have applicability in such areas as imploding liners where accurate,
reliable models of solids such as aluminum or copper are of prime importance. But for the
relatively low density, low temperature regime of the plasma opening switch, the SESAME tables
are of only infrequent accuracy. Thus, in order to allow <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>